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Introduction

• Survival analysis is a statistical technique that look at the probability of an event occurrence 
over time. 

• Two pieces of information are needed in a survival analysis: 
1) If the subjects have the event of interest (eg. an indicator status can be coded as 1=event; 0= 

no event (censoring); 
2) The follow up time for each subject (specifically this is the time to events for those with 

events, and time to censoring for those without the events). 

Event
Event

Event
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Presentation Notes
How do you analyze such data using conventional methods? One possibility is to perform a logistic regression analysis with a dichotomous dependent variable: arrested or not arrested. But this analysis ignores information on the timing of arrests. It’s natural to suspect that people who are arrested one week after release have, on average, a higher propensity to be arrested than those who are not arrested until the 52nd week. At the least, ignoring that information should reduce the precision of the estimates.
One solution to this problem is to make the dependent variable the length of time between release and first arrest and then estimate a conventional linear regression model. But what do you do with the persons who were not arrested during the one-year follow-up? Such cases are referred to as censored. There are a couple of obvious ad-hoc methods for dealing with censored cases, but neither method works well. One method is to discard the censored cases. That method might work reasonably well if the proportion of censored cases is small. In our recidivism example, however, fully 75 percent of the cases were not arrested during the first year after release. That’s a lot of data to discard, and it has been shown that large biases may result. Alternatively, you could set the time of arrest at one year for all those who were not arrested. That’s clearly an underestimate, however, and some of those ex-convicts may never be arrested. Again, large biases may occur.
Whichever method you use, it’s not at all clear how a time-dependent variable like employment status can be appropriately incorporated into either the logistic model for the occurrence of arrests or the linear model for the timing of arrests. 




Introduction

• Censoring: Left, Right, Interval Censoring
• Assumption: censoring is independent and non-informative.
• Truncation: Left, Right

Censoring and Truncation

Ref: John P. Klein 2013
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Presentation Notes
Type I means that the censoring time is fixed (that is, under the control of the investigator), and singly refers to the fact that all the observations have the same censoring time. Even observations that are not censored are said to have a censoring time, in this case 3 years. It’s just that their death times did not exceed their censoring time. Of course, censoring times can also vary across individuals. For example, you might want to combine data from two experiments, one with observation terminating after 3 years and another with observation terminating after 5 years. This is still Type I censoring, provided the censoring time is fixed by the design of the experiment.
Type II censoring occurs when observation is terminated after a prespecified number of events have occurred. Thus, a researcher running an experiment with 100 laboratory rats may decide that the experiment will stop when 50 of them have died. This sort of censoring is uncommon in the social sciences.
Random censoring (also call generalized type I) can also be produced when there is a single termination time, but entry times vary randomly across individuals. Consider again the example in which people are followed from heart surgery until death. A more likely scenario is one in which people receive heart surgery at various points in time, but the study has to be terminated on a single date (say, December 31, 2010). All persons still alive on that date are considered censored, but their survival times from surgery will vary. This censoring is considered random because the entry times are typically not under the control of the investigator.

Many students drop out before completing the degree, and these observations are randomly censored. Unfortunately, there is good reason to suspect that those who drop out are among those who would take a long time to finish if they stayed until completion. This is called informative censoring. Informative censoring can, at least in principle, lead to severe biases.




Introduction-Basic functions in survival analysis
Assuming X is a continuous random variable with probability density function f(x) and cumulative distribution 
function                                      , giving the probability that the event has occurred by duration t. 

2. Hazard Function

which is the instantaneous rate of occurrence of event conditional on subjects survived after time x

3. Cumulative hazard function 

1. Survival Function

which is the probability that the event of interest has not occurred by duration t

=

4. The relationship between survival function, probability density function and hazard function

Ref: John P. Klein 2013
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ll of the standard approaches to survival analysis are probabilistic or stochastic. That is, the times at which events occur are assumed to be realizations of some random process. It follows that T, the event time for some particular individual, is a random variable having a probability distribution. There are many different models for survival data, and what often distinguishes one model from another is the probability distribution for T. 


The survivor function, the probability density function, and the hazard function are equivalent ways of describing a continuous probability distribution.

Although it may be helpful to think of the hazard as the instantaneous probability of an event at time t, it’s not really a probability because the hazard can be greater than 1.0. 



Introduction-Non-parametric Methods

• Use Kaplan Meier Method- Product-Limit estimator to estimate survival function

For values of t beyond the largest observation time this estimator is not well defined

Variance can be defined as  

• Use Nelson-Aalen estimator of cumulative hazard to estimate cumulative hazard 
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1. plot of ˜H (t ) versus t will be approximately linear if the exponential distribution, with hazard rate , fits the data.
2. These estimates are the slope of the
Nelson–Aalen estimator. Better estimates of the hazard rate are obtained
by smoothing the jump sizes of the Nelson–Aalen estimator with a
parametric kernel



Introduction-Semi-parametric model

• Cox (1972) Proportional Hazard Model is a semi-parametric model

Given Z as the covariates, 

Proportional Hazard assumption: 

If the proportional hazard assumption is violated for a variable, one approach is to stratify on this 
variable which fits a different baseline hazard function for each stratum. 
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Introduce residues and superemum test 



Introduction- Parametric models

• Parametric models and their distribution assumption: 

Ref: John P. Klein 2013

• An example of accelerated failure time (AFT) model with location and scale parameters: 
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Presentation Notes
Exponential distribution talks about the survival function is exponential distributed!!! 

plot of ˜H (t ) versus t will be approximately linear if the exponential distribution, with hazard rate , fits the data.


https://www4.stat.ncsu.edu/~dzhang2/st745/chap5.pdf


For exponential distribution, the hazard is constant. The property is called the “no aging property” or “old as good as new”



Introduction- SAS

Ref: Adapted from Paul Allison 2010

LIFETEST is primarily designed for univariate analysis of the timing of events. It produces life tables and 
graphs of survival curves. Using several methods, this procedure tests whether survival curves are 
the same in two or more groups. 

PHREG uses Cox’s partial likelihood method to estimate regression models with censored data. The model 
is less restrictive than the models in PROC LIFEREG, and the estimation method allows for time-
dependent covariates. 

LIFEREG estimates regression models with censored, continuous-time data under several alternative 
distributional assumptions. PROC LIFEREG allows for several varieties of censoring, but it does not 
allow for time-dependent covariates.

RELIABILITY provides tools for reliability and survival data analysis and for recurrent events data analysis; fit 
regression models including accelerated life test models, to combinations of censored data; 
construct probability and fitted life distribution of censored data. 

• SAS procedures for survival analysis
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plot of ˜H (t ) versus t will be approximately linear if the exponential distribution, with hazard rate , fits the data.


https://www4.stat.ncsu.edu/~dzhang2/st745/chap5.pdf


For exponential distribution, the hazard is constant. The property is called the “no aging property” or “old as good as new”



Data example

• The data set is described in Fleming and Harrington (1991). The study originates from 
Mayo Clinic trial (1974-1984).  Primary Biliary Cirrhosis (PBC) is a rare but fatal chronic 
liver disease, which results in destruction of interlobular bile ducts.

• Event of interest : Death risk of PBC 
• Time origin: Treatment start time
• Censoring events: Liver transplant, loss of follow up and end of study period. 

Registration Transplant Death Loss to follow up
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Primary biliary cholangitis, previously called primary biliary cirrhosis, is a chronic disease in which the bile ducts in your liver are slowly destroyed. Bile is a fluid made in your liver. It aids with digestion and helps your body get rid of cholesterol, toxins and worn-out red blood cells.
When the bile ducts are damaged, bile can back up in your liver and sometimes lead to irreversible scarring of liver tissue (cirrhosis).
Primary biliary cholangitis is considered an autoimmune disease, which means your body's immune system is mistakenly attacking healthy cells and tissue. Researchers think a combination of genetic and environmental factors triggers the disease. It usually develops slowly. Medication can slow liver damage, especially if treatment begins early.




Data example

Variables Variable specification
id case number
futime number of days between registration and the earlier of death, transplant, or study analysis time 

in July, 1986 

status 0=alive, 1=liver transplant, 2=dead
drug 1= D-penicillamine, 2=placebo
age age in days
sex 0=male, 1=female
ascites presence of ascites: 0=no 1=yes
hepato presence of hepatomegaly 0=no 1=yes 
spiders presence of spiders 0=no 1=yes
edema presence of edema: 0=no edema and no diuretic therapy for edema; .5 = edema present without 

diuretics, or edema resolved by diuretics; 1 = edema despite diuretic therapy 

bili serum bilirubin in mg/dl
chol serum cholesterol in mg/dl
albumin albumin in gm/dl
copper urine copper in ug/day
alk_phos alkaline phosphatase in U/liter
sgot SGOT in U/ml
trig triglicerides in mg/dl 
platelet platelets per cubic ml/1000
stage histologic stage of disease; 1, 2, 3 or 4.

Table 1. Variable specification of data example
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So this includes futime, status. Some patient characterisics sex, age, some disease condition, ascites, edema and some laboratory tests, bilirubin, etc. 



Get to know the data

proc freq data=pbc; tables drug;run;
proc means data=pbc n mean std median p25 p75 min max fw=6
maxdec=2;  var _numeric_; run;

Variable N Mean Std Dev Median 25th Pctl 75th Pctl Minimum Maximum
id 312 156.5 90.21 156.5 78.5 234.5 1 312
futime 312 2006.4 1123.3 1839.5 1191 2702.5 41 4556
status 312 0.86 0.96 0 0 2 0 2
drug 312 1.49 0.5 1 1 2 1 2
age 312 50.02 10.58 49.79 42.14 56.73 26.28 78.44
sex 312 0.88 0.32 1 1 1 0 1
ascites 312 0.08 0.27 0 0 0 0 1
hepato 312 0.51 0.5 1 0 1 0 1
spiders 312 0.29 0.45 0 0 1 0 1
edema 312 0.11 0.27 0 0 0 0 1
bili 312 3.26 4.53 1.35 0.8 3.45 0.3 28
chol 284 369.51 231.94 309.5 249 400 120 1775
albumin 312 3.52 0.42 3.55 3.31 3.8 1.96 4.64
copper 310 97.65 85.61 73 41 123 4 588
alk_phos 312 1982.7 2140.4 1259 867 1985 289 13862
sgot 312 122.56 56.7 114.7 80.6 151.9 26.35 457.25
trig 282 124.7 65.15 108 84 151 33 598
platelet 308 261.94 95.61 257 199.5 323 62 563
protime 312 10.73 1 10.6 10 11.1 9 17.1
stage 312 3.03 0.88 3 2 4 1 4



LIFETEST Procedure

• SAS LIFETEST procedure can be used to perform Kaplan-Meier analysis and describe 
nonparametric estimate of survival functions. An example of commonly used LIFETEST code is 
given below. 

• Obtain Kaplan Meier estimates 

The probability of an individual surviving 
beyond time x (experiencing the event after 
time x), defined as S(x)=Pr (X >x). 

proc lifetest data=pbc outsurv=km_sur2 plots=survival( cl cb=all test atrisk
STRATA=PANEL ) maxtime=4000 ;

time futime*status(0,1);
strata drug; 

run;
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The situation is also quite simple in the case of single right censoring ( that is, when all the censored cases are censored at the same time c  and all the observed event times are le ss than c ).  In that case, for all t  ≤  c , is still the sample proportion of observations with event times greater than t . For t  > c , S  ˆ t ( ) S  ˆ t ( ) is undefined. 

No censored 75 percent of the observations have event times greater than 5, we have S ˆ ( 5 ) = . 75



LIFETEST Procedure

• Median survival time

Given x is a continuous random variable then the pth quantile is found by solving S(xp)=1-p. 
The median lifetime is the 50th percentile x0.5 , the 75 percentile lifetime is the 75th percentile x0.75.  
( S(x0.5) =1-0.5=0.5;  S(x0.75) =1-0.75=0.25). 

In product limit estimate, we find the smallest time xp for which the product limit estimator is 
less than or equal to 1-p. That is �𝑋𝑋𝑝𝑝 = inf{𝑡𝑡: 𝑆̂𝑆 𝑡𝑡 ≤ 1 − 𝑝𝑝}

Quartile Estimates

Percent Point
Estimate

95% Confidence Interval

Transform [Lower Upper)

75 . LOGLOG 4191.00 .

50 3395.00 LOGLOG 3086.00 3839.00

25 1487.00 LOGLOG 1170.00 1925.00

Note: The mean survival time and its standard error were underestimated because the largest observation was censored and 
the estimation was restricted to the largest event time.
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Interpretation : At day 3395 days, estimated probability that a patient will survive for 3395 days or more is .49

Why log log transform??? The confidence intervals are calculated using a log- log transform that preserves the upper bound of 1 and the lower bound of 0  on the survival probabilities . Alt hough other transforms are optionally available, there is rarely any need to use them


The median survival time is defined as the value at which 50% of the individuals have longer survival times and 50% have shorter survival times.



LIFETEST Procedure

• Option MAXTIME- truncate plots to avoid time points with 
small at risk number

• Option ATRISK – show number of subjects at risk at each time
• Option nocensored – suppress the censor symbols
• Option cl – show pointwise confidence limits for the survivor 

functions (you may also specify the type of confidence band 
(Hall-Wellner or Equal-Precision) using cb=hw or ep)

• Confidence band for survival function
1. Pointwise CI
2. Equal-Precision (EP) confidence band ( log transform)
3. Hall-Wellner (HW) confidence band

Hall–Wellner bands are wider for small t and shorter for large 
t . Both bands are wider than the curves one obtains by using 
pointwise confidence intervals.

proc lifetest data=pbc outsurv=km_sur2 plots=survival( cl cb=all test atrisk nocensor
STRATA=PANEL ) maxtime=4000 ;

time futime*status(0,1);
strata drug; 

run;
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Notice that the graph contains plus signs (that look like tick marks) wherever there are censored observations.  These marks can be very distracting when the data set is large with lots of censored o bservations.  They can be suppressed  by using the NOCENSOR option. Another useful option is ATRISK , which adds the number of individuals still at risk (not yet d ead or censored) to the graph. To get a graph with  95 % confidence limits around the survivor function, u se the CL  option . All three options can be specified  with the statement 

The confidence limits shown in are pointwise limits, meaning that for each specified survival time, we are 95% confident that the probability of surviving to that time is within those limits. Note that the confidence limits only extend to the largest event time.
Suppose we want confidence bands that can be interpreted by saying that we are 95% confident that the entire survivor function falls within the upper curve and the lower curve. More complex methods are needed to produce such bands, and PROC LIFETEST offers two: the Hall-Wellner method and the equal precision (EP) method. I prefer the EP method because it tends to produce confidence bands that are more stable in the tails. To implement this method, PLOTS=S(CB=EP). 


How the confidence band is calculated? 
4.3, pointwise confidence intervals for the survival function were presented. These intervals are valid for a single fixed time at which the inference is to be made. In some applications it is of interest
to find upper and lower confidence bands which guarantee, with a given confidence level, that the survival function falls within the band for all t in some interval, that is, we wish to find two random functions L(t) and U (t ), so that 1  Pr [L(t )  S (t )  U (t ), for all tL  t  tU ]. We call such a [L(t ), U (t )] a (1 )  100% confidence band for S (t ).

For the Hall–Wellner bounds, Borgan and Liestøl (1990) show that all three bands for S (t ) perform reasonably well for samples with as few as 20 observed events. For H(t ), Bie et al. (1987) show that the
performance of the linear bands is poor for small samples, whereas the two transformed bands perform well for relatively small samples.



LIFETEST Procedure

• Log-rank test is standard method to test if the survival curve is different from two groups assuming the 
hazard is proportional constant over time. 

• Wilcoxon test places more weight on shorter survival times. When the two survival curves cross, it’s 
possible that the hazard ratios change over the time. For example, DRUG 1 has higher survival probability 
in the earlier time, and DRUG 2 is higher in the later time.  In this case, Wilcoxon test will be a better 
choice for the two group comparison. 

• A likelihood ratio test which is assuming an exponential model is also included to compare the two group 
survivals

Test of Equality over Strata

Test Chi-Square DF Pr >
Chi-Square

Log-Rank 0.1017 1 0.7498

Wilcoxon 0.0018 1 0.9664

-2Log(LR) 0.0634 1 0.8013

Table 3. Two groups survival comparison 
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The obvious question to ask is “Did the treatment make a difference  in the survival experience of the two groups?” To answering this question is to test the null hypothesis that the survivor functions are  the same in the two groups  ( that is, S 1 ( t ) = S 2 ( t ) for all t , where the subscripts distinguish the two groups ) .

Sas provided three tests in its output. 

The Log-Rank test is more sensitive to differences between higher times and the Wilcoxon test is more sensitive to differences at lower time values.   Wilcoxon is a weighted sum of the deviations of observed numbers of events from expected numbers of events.. �The log(LRT) test is based on an exponential distribution (constant hazard function) and should usually be ignored.  �The log-rank and the Wilcoxon tests are the important ones.�Most researchers prefer the Log-Rank test because they are more concerned about differences between strata at larger survival times.



LIFETEST Procedure- Customize your plot 

Web at http://support.sas.com/documentation/onlinedoc/stat/ex_code/121/templft2.html. 1 

Step 1:  Define the macro

ods path (prepend) work.templat (update);

Step 2:  Call the macro %SurvivalTemplateRestore *make the macro;

Warning message solution

Step 3:  Customize the plots and compile the template
%SurvivalTemplateRestore *make the macro;
%let xOptions = label="Follow up time (Days)";   *change the 
title;
%let yOptions = label="Survival" linearopts=(viewmin=0.2 
viewmax=1 tickvaluelist=(0 .25 .5 .75 1));
%SurvivalTemplate * compile the templates with the new title;

Step 4:  Restore the default macro and the default templates
%SurvivalTemplateRestore *restore the default macro;
proc template; /* Restore the default templates. */
delete Stat.Lifetest.Graphics.ProductLimitSurvival / 
store=sasuser.templat;
delete Stat.Lifetest.Graphics.ProductLimitSurvival2 / 
store=sasuser.templat;
run;

Ref: Warren Kuhfeld and Ying So, SASGF 2013
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How the confidence band is calculated? 



LIFETEST Procedure

Figure 2. Plot of Estimated Negative Log Survivor Functions

* Negative log survival function is the cumulative hazard function. This curve approximates a 
straight line through the origin, indicating an exponential model.  

• Option plots= all provides survival curves and cumulative hazard curve and log of negative log 
estimated survivor functions cuves. 
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displays the graph of the log survivor function estimates versus survival time. 
plot of ˜H (t ) versus t will be approximately linear if the exponential distribution, with hazard rate , fits the data.

Now, if h(t) is a constant with a value of λ (which implies an exponential distribution for event times), then the cumulative hazard function is just Λ(t) = λt. This result implies that a plot of −logS^(t) versus t should yield a straight line with an origin at 0. Moreover, an examination of the log-survival plot can tell us whether the hazard is constant, increasing, or decreasing with time




LIFETEST Procedure

proc lifetest data=pbc method=pl nelson plots(only)= hazard(kernel=e
bw=100); 

time futime*status(0,1);
strata drug; 

run;

• Provide a crude look at the hazard rate over time

Presenter
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Although graphs based on transformations of the survivor function are certainly useful, they are ultimately rather frustrating. What we really want to see is a graph of the hazard function?How to interpret? 

Optimal selection of a bandwidth by minimizing the mean integrated squared error was not feasible with this small data set. The risk of infection appears to first increase and then taper off, but another increase is seen for the second catheter insertion. The sharp rise towards the end is somewhat typical in this context. However, another choice of kernel or bandwidth might depict a different pattern. Larger bandwidth produces smoother curve.  


Transition to PHREG: 
PROC LIFETEST is a useful procedure for preliminary analysis of survival data and for testing simple hypotheses about differences in survival across groups. For experimental studies, PROC LIFETEST (with the STRATA statement) gives tests that are analogous to a one-way analysis of variance. But the procedure is not adequate for two-factor designs because there is no way to test for interactions. Similarly, while the TEST statement in PROC LIFETEST may be useful for screening large numbers of quantitative covariates, it is not adequate for examining the effects of variables controlling for other covariates. In most cases, therefore, you will need to move to the estimation of regression models with PROC LIFEREG or PROC PHREG.



PHREG procedure

• The PHREG procedure perform survival regression based on Cox proportional hazard model (Cox 
1972). Cox model is a semiparametric model and assumes the hazard of explanatory variables are 
constant over time. 

• The event time for each subject is defined by hazard function. 

ℎ𝑖𝑖 𝑡𝑡 = ℎ 𝑡𝑡; 𝑧𝑧𝑖𝑖 = ℎ0 𝑡𝑡 exp 𝑧𝑧𝑖𝑖′𝛽𝛽

where ℎ0(t) is a unspecified baseline hazard function, 𝑧𝑧𝑖𝑖 is vector of explanatory variables, 𝛽𝛽 is 
the model coefficients. 

• Cox (PH) model assumption: 
1) regression coefficient β is constant over time
2) linear combination of the covariates
3) link function is exponential 

Ref: Allison 2010



PHREG procedure

An example of commonly used PHREG codes are given below.

Table 4. Output of PHREG procedure

Summary of the Number of Event and Censored
Values

Total Event Censored Percent
Censored

312 125 187 59.94

Analysis of Maximum Likelihood Estimates

Parameter DF Parameter
Estimate

Standard
Error

Chi-
Square

Pr > ChiSq Hazard
Ratio

Label

drug 1 1 0.05709 0.17916 0.1015 0.7500 1.059 drug 1

Hazard Ratios for drug

Description Point Estimate 95% Wald Confidence Limits

drug 1 vs 2 1.059 0.745 1.504

proc phreg data=pbc simple; 
class drug (ref='2') /param=ref; 
model futime*status(0,1)=drug; 
hazardratio drug/diff=ref cl=wald; 
run;
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using Efron’s approximation (invoked by using TIES=EFRON) when there are many ties. If Breslow’s approximation is good, this one is superb. Nearly all the numbers are the same to four decimal places. In all cases where I’ve tried the two approximations, Efron’s approximation gave results that were much closer to the exact results than Breslow’s approximation. This improvement comes with only a trivial increase in computation time



PHREG procedure

proc univariate data=pbc; where drug ~=.;
var bili;
histogram bili/normal(mu=est sigma=est) kernel;
*histogram bili/lognormal(scale=est shape=est) kernel;
run;

• Check covariates distribution 



PHREG procedure- Variable selection

proc phreg data=pbc2 ; 
class drug (ref='Placebo') sex (ref='male') edema (ref='no') ascites(ref='no') hepato(ref='no') 
spiders(ref='no') stage (ref='4')/param=ref; 
model futime*status(0,1)= drug sex edema ascites hepato spiders stage age logbili logalbumin
logprotime platelet logsgot/ include=1 selection=stepwise slentry=.15 slstay=.20 details;
logbili=log(bili); logalbumin=log(albumin); logprotime=log(protime); logsgot=log(sgot); 
format sex sex. drug drug. edema edema. ascites hepato spiders affirm.;

run;

* Consider a model with all the ‘significant’ variables from the univariable analyses. 

• Variable selection can be performed using SELECTION option in the MODEL statement. Stepwise selection uses 
alternative steps of forward and backward selection. 

• SLENTRY is the significance level specified for inclusion (entry). 
• The covariate that is found to be most significant is selected for entry. SAS uses the score test instead of 

the LRT. 
• SLSTAY governs if the variable should remain in the model. Set SLSTAY higher than SLENTRY.
• Some crucial variables can be forced to remain in model during selection process using option INCLUDE. 



PHREG procedure

Summary of Stepwise Selection
Step Effect DF Number

In
Score

Chi-Square
Wald

Chi-Square
Pr > ChiSq

Entered Removed
1 logbili 1 2 155.9923 <.0001
2 logalbumin 1 3 33.3877 <.0001

3 age 1 4 17.6357 <.0001
4 logprotime 1 5 12.6612 0.0004
5 logsgot 1 6 3.7772 0.0520
6 edema 1 7 4.4604 0.0347
7 stage 3 8 5.4774 0.1400

Table 5. Output of variable selection in a Cox model



PHREG procedure
Table 5. Output of variable selection in a Cox model

Analysis of Maximum Likelihood Estimates

Parameter DF Parameter
Estimate

Standard
Error

Chi-Square Pr > ChiSq Hazard
Ratio

Label

drug D-pencl 1 -0.11018 0.18790 0.3439 0.5576 0.896 drug D-pencl

edema yes 1 0.47382 0.23042 4.2287 0.0397 1.606 edema yes

stage 1 1 -1.70138 1.02752 2.7417 0.0978 0.182 stage 1

stage 2 1 -0.46428 0.31712 2.1434 0.1432 0.629 stage 2

stage 3 1 -0.28418 0.22643 1.5751 0.2095 0.753 stage 3

age 1 0.03620 0.00929 15.1993 <.0001 1.037

logbili 1 0.73800 0.11515 41.0736 <.0001 2.092

logalbumin 1 -2.62254 0.76130 11.8667 0.0006 0.073

logprotime 1 3.52896 1.19089 8.7811 0.0030 34.089

logsgot 1 0.59723 0.25200 5.6167 0.0178 1.817



PHREG procedure- Check Model Specification

• In PHREG procedure, the ASSESS statement performs the graphical and numerical methods of Lin, Wei, and Ying 
for checking the assumed Cox regression model. The methods show cumulative sums of martingale residuals over 
follow-up times or covariates. Supremum test is also provided to compare the simulation process given the 
assumed model to the observed process. If the observed process is within the patterns of the simulated paths 
and the p values from supremum test is not significant, it indicates that the model specification is valid. 

• Martingale residuals 

Here, the residual Mi can be interpreted as the difference between the 
observed number of deaths (0 or 1) for subject i between time 0 and Xi , and 
the expected numbers based on the fitted model. 

• Cumulative sums of martingale residuals

Plotting this vs. z checking the functional form of covariate

Plotting this vs. r checking the proportional hazard assumption of Cox model



PHREG procedure- Check Model Specification

• To test if the function forms of continuous variables are correctly specified, option VAR can be used in the 
ASSESS statement. 
assess var=(age logbili logalbumin logprotime logsgot);

Figure 3. Checking functional form of a continuous variable in Cox model



PHREG procedure- Check Model Specification

• To test the proportional hazard assumption, option PH can be used in the ASSESS statement.
assess ph /resample=1000 seed=3538626 npath=20;

Supremum Test for Proportional Hazards Assumption

Variable Maximum 
Absolute

Value

Replications Seed Pr > 
MaxAbsVal

drugD_pencl 1.1200 1000 3538626 0.1640

edemayes 1.5784 1000 3538626 0.0080

stage1 0.5833 1000 3538626 0.3300

stage2 1.0363 1000 3538626 0.2880

stage3 1.3854 1000 3538626 0.0760

age 1.0090 1000 3538626 0.2150

logbili 1.2851 1000 3538626 0.1270

logalbumin 0.8449 1000 3538626 0.5210

logprotime 1.9162 1000 3538626 0.0030

logsgot 0.9886 1000 3538626 0.3380

Table 6. Supremum Test for Proportional Hazards Assumption



PHREG procedure- Check Model Specification

• Examining Cumulative Hazard plots for PH assumption 
• If proportional hazards assumption holds, then the vertical distance between groups should be constant. 

ods output productlimitestimates=pl;

proc lifetest data=pbc nelson;  
time futime*status(0,1);
strata drug; 
format drug drug.;

run;

data pl2;
set pl(keep=drug futime Cumhaz censor 
where=(censor=0));
logCUMHAZ=log(CUMhaz);
run;
*Use SGPLOT for plotting;

proc sgplot data=pl2;
series x=futime y=logcumhaz/group=drug;
step x=futime y=logcumhaz/group=drug;
format drug drug.;
run;

Presenter
Presentation Notes
The LLS keyword produces a plot of log[−logS^(t)] versus log t. If survival times follow a Weibull distribution, which has a hazard given by logh(t)=α+βlogt, then the log-log survival plot (log cumulative hazard plot) should be a straight line with a slope of β.



PHREG procedure- Stratified COX model

• Use stratified COX model to deal with variables with violating PH assumption. Stratified COX model 
assumes a different baseline hazard function for each stratum. 

• SAS statement: strata edema; 

Is the baseline hazard common to all factors in the model

is the baseline hazard for stratum k, k=1, …, K . 



PHREG procedure- Prediction

For a patient with given condition, the survival probability over time can be calculated from the given model. 

data var;
format sex sex. drug drug. edema edema. ascites hepato spiders affirm.;
input drug  edema    stage age logbili logalbumin logprotime logsgot label;
datalines;
1 0 1 50 0.6 1.3 2.4 4.7  1
0 0 1 50 0.6 1.3 2.4 4.7  0
;

proc phreg data=pbc2 plots (cl overlay )=survival atrisk; 
where drug ~=.; 
class drug (ref='Placebo')  edema (ref='no') stage (ref='4')/param=ref; 
model futime*status(0,1)=drug  edema stage age logbili logalbumin logprotime logsgot; 
logbili=log(bili); logalbumin=log(albumin); logprotime=log(protime); logsgot=log(sgot); 
format sex sex. drug drug. edema edema. ascites hepato spiders affirm.;
strata edema; 
baseline out=test1 covariates=var survival=a / group=drug rowid=label;run;
hazardratio drug/diff=ref cl=wald; 
*hazardratio edema/diff=ref cl=wald;
hazardratio stage/diff=all cl=wald; 
run;



PHREG procedure- Prediction

• Output of stratified COX model and hazard ratios 

Summary of the Number of Event and Censored Values

Stratum edema Total Event Censored Percent

Censored

1 no 263 89 174 66.16

2 yes 49 36 13 26.53

Total 312 125 187 59.94

Hazard Ratios for drug
Description Point 

Estimate
95% Wald Confidence 

Limits

drug D-pencl vs 
Placebo

0.936 0.648 1.352

Hazard Ratios for stage

Description Point Estimate 95% Wald Confidence Limits

stage 1 vs 2 0.248 0.031 1.982

stage 1 vs 3 0.19 0.025 1.441

stage 1 vs 4 0.154 0.02 1.161

stage 2 vs 3 0.766 0.421 1.391

stage 2 vs 4 0.62 0.331 1.158

stage 3 vs 4 0.809 0.52 1.259

Analysis of Maximum Likelihood Estimates
Parameter DF Parameter Standard Chi-

Square
Pr > ChiSq Hazard Label

Estimate Error Ratio
drug D-pencl 1 -0.06656 0.18779 0.1256 0.723 0.936 drug D-

pencl
stage 1 1 -1.87263 1.03158 3.2953 0.0695 0.154 stage 1
stage 2 1 -0.47868 0.3193 2.2475 0.1338 0.62 stage 2
stage 3 1 -0.21147 0.22555 0.8791 0.3485 0.809 stage 3
age 1 0.03644 0.00938 15.1031 0.0001 1.037

logbili 1 0.70303 0.11517 37.2605 <.0001 2.02
logalbumin 1 -2.46088 0.76273 10.4098 0.0013 0.085
logprotime 1 3.70524 1.21602 9.2843 0.0023 40.66

logsgot 1 0.57008 0.24661 5.3437 0.0208 1.768



PHREG procedure- Prediction

Figure 4. Plot predicted survival curve from a Cox model



PHREG procedure- Time Dependent Variable
• Time dependent variable could be used to test proportional hazard assumption 

• Generate the time dependent covariates by creating interactions of the predictors and a function of 
survival time and include in the model. If any of the time dependent covariates are significant then those 
predictors are not proportional.

Analysis of Maximum Likelihood Estimates

Parameter DF Parameter
Estimate

Standard
Error

Chi-Square Pr > ChiSq Hazard
Ratio

Label

drug D-pencl 1 -0.08461 0.18717 0.2043 0.6512 0.919 drug D-
pencl

edema yes 1 5.66722 1.79178 10.0040 0.0016 . edema yes

gt*edema yes 1 -0.77959 0.26643 8.5618 0.0034 . edema yes * 
g

proc phreg data=pbc2 ; 
class drug (ref='Placebo')  edema (ref='no') stage (ref='4')/param=ref; 
model futime*status(0,1)=drug  edema  edema*gt stage age logbili logalbumin
logprotime logsgot ; 
logbili=log(bili); logalbumin=log(albumin); logprotime=log(protime); 
logsgot=log(sgot); 
gt= log(futime);
format sex sex. drug drug. edema edema. ascites hepato spiders affirm.;
run;



LIFEREG procedure

proc lifereg data=pbc2;
class drug stage;
model futime*status(0,1)=drug stage 
age/ dist=gamma noshape1 shape1=1
noscale scale=1;
run;

• Parametric modeling using exponential distribution: Dist=distribution-type: specifies the distribution type 
assumed for the failure time

Presenter
Presentation Notes
In SAS, all AFT models are named for the distribution of  survival T  rather than for the distribution of ε  or log T !! This is consistent with the introduction slides. 

This implies that T itself has an exponential distribution, which is why we call it the exponential model. an exponential distribution for T corresponds to a constant hazard function, which is the most characteristic feature of this model


Https://support.sas.com/resources/papers/proceedings10/252-2010.pdf


Interpretation in parametric model
Martigale residuals and plot interpretation. 

Some Bayesian methods can be implemented in LIFEREG and PHREG procedures. 



LIFEREG procedure

• Output from LIEFREG procedure: 

• The signs of the coefficients tell us the direction of the relationship. β >0 indicates longer time to death (lower hazard) 
compared to the reference group. β < 0 suggests shorter time (increased hazard) to event. 

• Take exponential transformation of coefficients, it could be interpreted as the ratio of the expected (mean or median) 
survival times for the two groups.  For example, given the same other covariates, for treatment effect on death time, 
there are 100 (exp (-0.0082)-1) = - 0.8  percent change in the expected survival time for drug 1 versus drug 2.   

Model Information
Data Set WORK.PBC2

Dependent Variable Log(futime)
Censoring Variable status
Censoring Value(s) 0 1

Number of Observations 312
Noncensored Values 125

Right Censored Values 187
Left Censored Values 0

Interval Censored Values 0
Number of Parameters 6
Name of Distribution Exponential

Log Likelihood -295.1126529

Analysis of Maximum Likelihood Parameter Estimates
Paramete

r
DF Estimate Standard 95% Confidence 

Limits
Chi-

Square
Pr > ChiS

qError
Intercept 1 9.3633 0.4927 8.3976 10.3291 361.1<.0001

drug 1 1 -0.0082 0.1824 -0.3658 0.3494 0 0.9641
drug 2 0 0. . . . .
stage 1 1 2.7605 1.0102 0.7805 4.7405 7.47 0.0063
stage 2 1 1.3197 0.2806 0.7698 1.8696 22.13<.0001
stage 3 1 0.7815 0.1993 0.3909 1.1721 15.38<.0001
stage 4 0 0. . . . .
age 1 -0.029 0.0088 -0.0463 -0.0117 10.77 0.001

Scale 0 1 0 1 1
Weibull 
Shape

0 1 0 1 1

Presenter
Presentation Notes
Double check the interpretation.  But here the higher the number of stage 1 vs. 4 suggested a longer time to death, which means a smaller hazard, this shows a consistent result with PHREG 

The signs of the coefficients tell us the direction of the relationship. β >0 indicates longer time to death compared to the reference group. β < 0 suggests shorter time to event. 
The numerical magnitudes of the coefficients are not very informative. Take exponential transformation of coefficients, it could be interpreted as the ratio of the expected (mean or median) survival times for the two groups.  For example, given the same other covariates, for treatment effect on death time, there are 100 (exp (-0.0082)-1) = - 0.8  percent change in the expected survival time for drug 1 D-pencl versus drug 2 placebo.   



The signs of the coefficients tell us the direction of the relationship. β >0 indicates longer time to death compared to the reference group. β < 0 suggests shorter time to event. 
The numerical magnitudes of the coefficients are not very informative. Take exponential transformation of coefficients, it could be interpreted as the ratio of the expected (mean or median) survival times for the two groups.  For example, given the same other covariates, for treatment effect on death time, there are 100 (exp (-0.0082)-1) = - 0.8  percent change in the expected survival time for drug 1 versus drug 2.   




RELIABILITY procedure

data covar;
input drug stage age @@;
datalines;
1 4 58.765229295
;
run;

data pbc_var;
set covar(in=one) pbc2;
if one then control=1;
else control=0;
run;

ods select ModObstats;
proc reliability data=pbc_var;
class drug stage  ;
distribution EXPONENTIAL;
model futime*status(0,1)=drug stage age  /obstats(quantiles=.25 .50 .75 control=control);
run;

Suppose we want estimates and 95% confidence intervals for the 25th, 50th and 75th 
percentiles for age 58.76 , stage 4 with the drug=1 treatment.  



RELIABILITY procedure

Exponential Parameter Estimates
Parameter Estimate Standard Asymptotic Normal

Error 95% Confidence 
Limits
Lower Upper

Intercept 9.3633 0.4927 8.3976 10.329
drug 1 -0.0082 0.1824 -0.3658 0.3494
drug 2 0 0 0 0
stage 1 2.7605 1.0102 0.7805 4.7405
stage 2 1.3197 0.2806 0.7698 1.8696
stage 3 0.7815 0.1993 0.3909 1.1721
stage 4 0 0 0 0
age -0.029 0.0088 -0.0463 -0.0117
Shape 1 0 1 1

Observation Statistics
futime status age drug stage Prob Pcntl Stderr Lower Upper
. . 58.765229 1 4 0.25 605.6902 92.07121 449.6339 815.9096
. . 58.765229 1 4 0.5 1459.363 221.8383 1083.357 1965.87
. . 58.765229 1 4 0.75 2918.725 443.6766 2166.715 3931.739

• Output from RELIABILITY procedure: 

Presenter
Presentation Notes
Same estimates were obtained as from LIFEREG. 

Lagrange Multiplier Statistics
Parameter
Chis square 8.8427
P value: 0.0029




Summary

Ref: http://sphweb.bumc.bu.edu/otlt/MPH-Modules/BS/BS704_Survival/BS704_Survival_print.html

• Review fundamental survival analysis terms and principles 
• Implementation SAS procedures: LIFETEST, PHREG, LIFEREG, RELIABILITY
• Showcase graphs describing survival probability over time
• Apply non-parametric, semi-parametric and parametric methods to 

estimate risk factors in time to event process

http://sphweb.bumc.bu.edu/otlt/MPH-Modules/BS/BS704_Survival/BS704_Survival_print.html
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